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Abstract—A novel framework of a probabilistic mixture regression model (PMRM) is presented for alignment of liquid chromatography-mass spectrometry (LC-MS) data with respect to retention time (RT) points. The expectation maximization algorithm is used to estimate the joint parameters of spline-based mixture regression models and prior transformation density models. The latter accounts for the variability in RT points and peak intensities. The applicability of PMRM for alignment of LC-MS data is demonstrated through three data sets. The performance of PMRM is compared with other alignment approaches including dynamic time warping, correlation optimized warping, and continuous profile model in terms of coefficient variation of replicate LC-MS runs and accuracy in detecting differentially abundant peptides/proteins.
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1 INTRODUCTION

In proteomic studies, liquid chromatography coupled with mass spectrometry (LC-MS) is a common platform to identify and determine the abundance of various peptides that characterize particular proteins in biological samples [1]. Each LC-MS run generates data consisting of thousands of peak intensities for peptides with specific retention time (RT) and mass-to-charge ratio (m/z) values. In differential protein expression studies, multiple LC-MS runs are compared to identify differentially abundant peptides between distinct biological groups. This is a challenging task because of the following reasons: 1) substantial variation in RT across multiple runs due to the LC instrument conditions and the variable complexity of peptide mixtures, 2) variation in m/z values due to occasional drift in the calibration of the mass spectrometry instrument, and 3) variation in peak intensities due to spray conditions (in most cases this is proportional to concentration of peptides in the sample). Thus, alignment with respect to both RT and m/z, and normalization of peak intensities are a prerequisite for quantitative comparison of multiple LC-MS runs.

Various alignment methods have been described in the literature including dynamic time warping (DTW) [2], correlation optimized warping (COW) [2], vectorized peaks [3], (semi) supervised alignment using nonlinear regression methods [4], statistical alignment [5], and clustering [6]. Most of these algorithms either are limited to a consensus pair-wise combination of LC-MS runs or use a reference (template) for alignment. These limitations may lead to suboptimal results compared to global alignment techniques. Methods that rely on optimization of global fitting functions provide an alternative solution to alignment of multiple LC-MS runs representing distinct biological groups. For example, a recently introduced method called continuous profile model (CPM) has been applied for alignment of continuous time-series data and for detection of differences in multiple LC-MS data [7], [8]. Although CPM is described as a straightforward and computationally intensive method, the method has limitations. For example, it creates superfluous signal gaps, leading to nonuniform trace points across multiple LC-MS runs. Also, it is susceptible to fall into local minimum solutions due to the suboptimal problem formulation. Another limitation of CPM is its poor performance with time complexity scales, requiring substantial computation time in modeling high-resolution data. Thus, CPM is more suitable for alignment of low-resolution LC-MS data generated from less complex fractionations.

Recently, Morris et al. developed a Bayesian method for analysis of matrix-assisted laser desorption ionization-time of flight (MALDI-TOF) proteomic data [9]. Their motivation extends from earlier work on Bayesian implementation of the wavelet-based functional mixed effects model [10]. The approach is similar to the spline-based functional mixed effects model introduced by Guo [11], which involves generalized mixed model equations to handle potentially irregular data. The method specifically deals with the identification of differentially expressed spectral regions across different experimental conditions assuming the alignment issue has already been taken care of. In a different research context, Gaffney and Smyth proposed a framework for simultaneous clustering and alignment of time series data [12]. This work motivated us to integrate multigroup LC-MS data alignment in a mixture model for better identification of differentially abundant peptides.

In this paper, we propose a probabilistic mixture regression model (PMRM) for alignment of LC-MS data. Important features of this framework include:

1. it is not confined to landmark/feature alignment,
2. it allows continuous time alignment,
3. it utilizes a probabilistic modeling to deal with potentially irregular data, and
4. it is amenable to model both low and high resolution LC-MS data.

Moreover, the framework lends itself to the expectation-maximization (EM) algorithm with the following features: 1) the explicit use of transformation priors for modeling the variability in RT points of the data, 2) the use of a probabilistic metric that allows estimation of the distance among multiple LC-MS data instead of computing pairwise distances, and 3) the ability to extend the method for alignment of LC-MS data involving multiple groups.

The remainder of the paper is organized as follows: In Section 2, we outline the probabilistic mixture regression model for alignment of LC-MS data. This section also describes the estimation algorithm for finding the maximum likelihood parameters of the mixture regression models and the prior transformation density models used for modeling the variability in RT points and measurement space (peak intensities) of the LC-MS data. Section 3 briefly describes the data sets used in this paper. Results and discussion illustrating the applicability of our approach for analysis of LC-MS data are given in Section 4. We finally summarize our findings in Section 5.

2 METHODS

2.1 Probabilistic Mixture Regression Models

We propose a probabilistic mixture regression model for alignment of LC-MS data. A particular advantage of PMRM is its ability to model non-Gaussian multimodal density functions using simpler component density functions that can be defined on nonvector data such as LC-MS data.
We consider an observation data set \( D \) consisting of \( M \) LC-MS runs \( \{X_i, Y_i\}^M_{i=1} \). Each observation \( y_i \), corresponding to its observation (RT) point \( x_i \), is independently drawn from a population of \( K \) groups, where the prior probability of the \( k \)-th group is \( \alpha_k \) and \( \sum_{k=1}^{K} \alpha_k = 1 \). For each group, the observation is governed by the probability density function \( p_k(y_i | \theta_k) \), where \( \theta_k \) are parameters of \( p_k(\cdot) \).

From the above, it follows that the observed density on the \( y_i \)'s is a mixture model, i.e., a convex combination of component models \( p(y_i | \theta) = \sum_{k=1}^{K} \alpha_k p_k(y_i | \theta_k) \), where \( \theta = \{ \theta_k \}_{k=1}^{K} \) is the complete parameter set for the mixture model. For the group specific probability density function, we model each observation \( y_i \) as a function of its observation point \( x_i \). The mapping function between \( y_i \) and \( x_i \) can be written as:

\[
y_i = \Psi_k(x_i, \beta_k) + \epsilon_i,
\]

where \( \epsilon_i \) is a zero-mean Gaussian with variance \( \sigma^2 \), i.e., \( \epsilon_i \sim N(0, \sigma^2) \) and \( \Psi \) is a splines-based regression functions of \( x_i \) with regression coefficients \( \beta_k \). Splines, which are capable of polynomial representation, are incorporated for flexible fitting of local variation of translation and scaling. We use cubic B-splines for efficient computation. With decomposition of \( x_i \) into a spline-basis matrix \( B_x = [B_1(x_i), B_2(x_i), \ldots, B_L(x_i)] \) (the number of bases \( L \) is determined by the number of control points and the number of knots), the mapping function can be rewritten as:

\[
y_i = B \beta_k + \epsilon_i,
\]

where the dimension of \( \beta_k \) equals to the number of bases. Based on (2) and the error assumption, the group specific conditional probability density function for \( y_i \) can then be represented as:

\[
p_k(y_i | x_i, \theta_k) = N(B_i \beta_k, \sigma^2 \Omega_k).
\]

Here, \( \theta_k \) includes both the regression coefficients \( \beta_k \) and the noise variance \( \sigma^2 \). The probability of observing \( y_i \) conditioned on mixture model parameters \( \theta_k \) can be written as:

\[
p(y_i | x_i, \theta_k) = \prod_{k=1}^{K} \alpha_k p_k(y_i | x_i, \theta_k).
\]

Conditional independence between the functional data representing multiple groups allows the full joint density to be written as:

\[
p(Y | X, \theta) = \prod_{i=1}^{M} \sum_{k=1}^{K} \alpha_k p(y_i | x_i, \theta_k).
\]

and the log-likelihood of \( \theta \) for the full observation \( Y \) can be obtained directly from (5) as follows:

\[
\ell(\theta | D) = \log p(Y | X, \theta) = \sum_{i=1}^{M} \log \sum_{k=1}^{K} \alpha_k p_k(y_i | x_i, \theta_k).
\]

2.2 Modeling Variability along the RT Dimension and the Measurement Dimension

In the previous section, we introduced a probabilistic framework that incorporates B-splines into mixture regression model. This framework can be used to align multiple total ion chromatograms (TICs) involving two dimensions, i.e., total ion count values versus RT points. In this section, we describe the generative model with consideration of scaling and translation variations. With definition of prior transformation, the joint probabilities and the log-likelihood function can then be computed with the EM algorithm.

With a minor abuse of notation, (7) presents the general model formulation and the assumed prior transformation models for scaling and translation parameters:

\[
y_i = d_i, 1 + c_i \Psi_k([a_i x_i - b_i, 1], \beta_k) + \epsilon_i,
\]

where \( \{a_i, b_i\} \) and \( \{c_i, d_i\} \) are scaling and translation variables for RT and measurement spaces, respectively; and 1 is an unit column vector with an appropriate dimension. The definition given in (7) characterizes global scaling and translation variations in RT and measurement spaces. The posterior probabilities of these parameters are estimated together with the parameters of mixture model. By considering \( \{a_i, b_i\} \) and \( \{c_i, d_i\} \) as random variables with their associated prior probability density functions, one can then proceed with the mixture regression models for alignment of data representing multiple groups. Together with prior transformation models, the problem of deriving the resulting joint probabilities can, therefore, be directly handled.

With the assumption of independence between scaling and translation effects, the joint prior probabilistic model for the RT scaling and translation parameter \( p(a_i, b_i) \) can be factorized as \( p(a_i) \times p(b_i) \). To present the idea that the translation variation is unbiased, a zero-mean Gaussian prior is selected for RT translation, i.e., \( b_i \sim N(0, s^2) \) where \( s^2 \) is the variance. For the RT scaling prior \( a_i \), since a value of one is the most likely value (i.e., no scaling at all), the corresponding prior is given as \( a_i \sim N(1, r^2) \). The variances \( r^2 \) and \( s^2 \) will be estimated within the ensuing EM algorithm. Similarly, the joint prior probabilistic model for the affine transformation on measurement space with independence assumption is given as \( p(c_i, d_i) = p(c_i) \times p(d_i) \). With similar assumption of unbiased variation, we model the priors of scaling and translation variations on measurement space as \( c_i \sim N(1, u^2) \). In the latter of this paper, the parameters for the mixture regression models are augmented to include the scaling and translation variations, i.e., \( \theta_k = (\beta_k, \sigma^2, r^2, s^2, u^2, v^2) \). After obtaining both the group-specific conditional probability density function for \( x_i \), i.e., \( p_k(y_i | x_i, \theta_k) \), and the likelihood function \( \ell(\theta | D) \), where \( \theta = (\beta_k, \sigma^2, r^2, s^2, u^2, v^2) \) is the complete parameter set for the model in (7), we perform the EM algorithm to estimate the most likely values for parameters \( \theta_k \) in (4), which allows us to find the best group alignment in time and measurement spaces.

2.3 Expectation-Maximization Estimation for the Mixture Regression Models

In order to infer the underlying group behavior, the group specific density components involved with unknown group membership need to be factorized from the joint density. A standard approach is to incorporate the hidden variables and utilize the EM algorithm [13], [14], [15] for consistent estimation. Introducing the hidden variables, which correspond to the unknown group membership of the \( M \) functional data, is appropriate in the log-likelihood formulation of (4). We introduce \( Z \) as a matrix consisting of indicator vectors \( z_k = (z_{k1}, z_{k2}, \ldots, z_{kM}) \), where \( z_{ki} = 1 \) for some \( k \) and \( z_{ki} = 0 \), \( \forall k \neq i \). If \( z_{ki} = 1 \), it is interpreted that the \( i \)-th run is generated from the \( k \)-th mixture component. Thus, the joint density of \( Y \) and \( Z \) given \( X \) can be rewritten as:

\[
p(Y, Z | X, \theta) = \prod_{i=1}^{M} p(y_i | z_i, x_i, \theta) \times p(z_i).
\]

This follows from the conditional independence assumption on \( Y \) and \( Z_i \). Thus, the complete-data log-likelihood follows from (8) is represented as:

\[
\ell(\theta | D) = \log p(Y, Z | X, \theta) = \sum_{i=1}^{M} \log \sum_{k=1}^{K} \alpha_k p_k(y_i | z_i, x_i, \theta_k).
\]
\[
\ell(\theta | D, Z) = \log p(Y, Z | X, \theta) \\
= \sum_{i=1}^{M} \sum_{k=1}^{K} z_{ik} \log \alpha_k \\
+ \sum_{i=1}^{M} \sum_{k=1}^{K} z_{ik} \log p(y_i | x_i, \theta_k).
\] (9)

After obtaining both the group specific conditional probability density function for \(y_i\), i.e., \(p_i(y_i | x_i, \theta, a_i, b_i, k_i, c_i, d_i)\), and the complete data likelihood function \(\ell(\theta | D, Z)\), the EM algorithm sequentially executes the following two steps:

- **Expectation-Step (E-Step):** take the expectation of \(\ell(\theta | D, Z)\) with respect to \(p(Z | Y, X, \theta^{-1})\), where \(\theta^{-1}\) is the current set of parameters, and

- **Maximization-Step (M-Step):** maximize the expected value of the computed log-likelihood from E-Step over the parameters \(\theta\) to yield new parameters \(\theta'\).

For the particular form of \(Z\) chosen here, the expectation of \(\ell(\theta | D, Z)\) is

\[
E \{ \ell(\theta | D, Z) \} = \sum_{i=1}^{M} \sum_{k=1}^{K} h_{ik} \log \alpha_k \\
+ \sum_{i=1}^{M} \sum_{k=1}^{K} h_{ik} \log p_{ik}(y_i | x_i, \theta_k),
\] (10)

where \(h_{ik} = E \{ z_{ik} \} \propto p_i(y_i | z_{ik} = 1, x_i, \theta^{-1}) \times p(z_{ik} = 1)\) and it corresponds to the posterior probability of the \(i^{th}\) run being generated from the \(k^{th}\) group. Therefore, the E- and M-steps of the EM estimation algorithm proceed iteratively to estimate the parameters \(\theta\). The following are the steps involved in estimating the parameters for the mixture regression model using the EM algorithm:

- **Step 1.** Initialize randomly the membership \(h_{ik}\) and estimate the parameter set \(\theta\) using the assigned membership.

- **Step 2.** Compute the new membership expectation \(h_{ik} = E \{ z_{ik} \}\) using the current parameter set \(\theta^{-1}\).

- **Step 3.** Estimate the new parameter set \(\theta'\) using the membership expectation from Step 2.

- **Step 4.** Repeat Steps 2 and 3 until a stopping criterion is met (e.g., maximum number of iteration or convergence rate).

### 2.4 Alignment of Three Dimensional LC-MS Data

Thus far, we have implicitly assumed that \(\tilde{y}\) represents the total ion chromatogram. To take advantage of the entire LC-MS data for differential protein expression studies, we extend our method for 3D alignment. We denote a three-dimensional mapping of an LC-MS run as \(\tilde{y}\) which consists of \(Q\) columns where the \(q^{th}\) column \(\tilde{y}_q^{(q)}\) contains 2D data for the \(i^{th}\) observation. In other words, each \(\tilde{y}_q^{(q)}\) corresponds to an extracted total ion chromatogram stacked into a vector. The 3D nature of each LC-MS run can be incorporated into the alignment model by defining a separate regression model for each column. Thus, the general regression model based on the assumed priors for scaling and translation parameters can be presented as follows:

\[
\tilde{y}_q^{(q)} = d_q^{(q)} + c_q^{(q)} \mathbf{B}_k \mathbf{Z}_q + e_q^{(q)} \\
\mathbf{B}_k \sim N(1, \sigma_{\mathbf{B}_k}^2) \\
e_q^{(q)} \sim N(0, \sigma_{e_q}^2)
\] (11)

where \(d_q^{(q)}\) and \(c_q^{(q)}\) are scaling and translation variables for RT points and measurement space (peak intensities), respectively. Note that the scaling and translation parameters for measurement space vary from column to column.

In the following, we illustrate the derivation using only the translation in measurement space, \(d_q^{(q)}\), for 3D data \(\tilde{y}\), with the model specified in (11):

\[
p(\tilde{y}_q, d_q^{(q)} \ldots, d_0^{(0)}) = \prod_{q=1}^{Q} N(\tilde{y}_q^{(q)} | \mathbf{B}_k \mathbf{Z}_q^{(q)} + d_q^{(q)}, \sigma_{\mathbf{d}_k}^2) \times N(d_0^{(0)}, \sigma_{d_0}^2). \] (12)

The joint density can be factored due to the following necessary conditions: 1) conditional independence is assumed between the columns of \(\tilde{y}\), and 2) each column is assumed to have its own set of translation parameters. Thus, the marginal density \(p(\tilde{y}_q^{(q)})\) is given as \(\prod_{q=1}^{Q} p(\tilde{y}_q^{(q)})\) and the resulting log-likelihood of \(Y = (\tilde{y}_q^{(q)})^{(Q)}\) takes the form

\[
\log p(Y) = \sum_{i=1}^{M} \log p(\tilde{y}_i) \\
= \sum_{i=1}^{M} \sum_{q=1}^{Q} \log N(\tilde{y}_q^{(q)} | \mathbf{B}_k \mathbf{Z}_q^{(q)} + d_q^{(q)}, \sigma_{d_k}^2) \\
\] (13)

Equation (13) includes all the \(M \times Q\) chromatograms in the log-likelihood function and analytically integrating (13) gives the log-likelihood as:

\[
\log p(Y) = \sum_{i=1}^{M} \sum_{q=1}^{Q} \log N(\tilde{y}_q^{(q)} | \mathbf{B}_k \mathbf{Z}_q^{(q)} + d_q^{(q)}, \sigma_{d_k}^2). \] (14)

Thus, for a complete alignment problem in the measurement space including both scaling and translation parameters, the individual columns require \(2Q\) separate scaling and translation parameters to be incorporated in this framework.

We address RT point alignment with a different perspective where the dynamic behavior for each column is assumed the same. Thus, the RT transformation parameters are shared over the \(Q\) columns for each group data. For the RT translation case, each chromatogram/trace in \(\tilde{y}\) shares a single translation parameter \(b_i\) from its corresponding group behavior and the conditional density of \(\tilde{y}\), becomes

\[
p(\tilde{y}_q | b) = \prod_{q=1}^{Q} p(\tilde{y}_q^{(q)} | b) \\
= \prod_{q=1}^{Q} N(\tilde{y}_q^{(q)} | \mathbf{B}_k \mathbf{Z}_q^{(q)} + d_q^{(q)}, \sigma_{d_k}^2) \\
\] (15)

in which there is only one \(b_i\) for all \(q\) in each group. The corresponding marginal density \(p(\tilde{y}_q)\) cannot be factored as that on measurement space translation due to the dependence among dimensions through the translation parameters \(b_i\). Therefore, the log-likelihood of \(Y\) is given as follows:

\[
\log p(Y) = \sum_{i=1}^{M} \log p(\tilde{y}_i) \\
= \sum_{i=1}^{M} \log \int_b p(b) \prod_{q=1}^{Q} p(\tilde{y}_q^{(q)} | b) \, db. \] (16)

The product over the column is now inside of the integration operation and an approximate log-likelihood can be computed using the Monte-Carlo numerical integration technique [16]. Thus, the approximation can be computed as follows:
4 RESULTS AND DISCUSSION

We applied PMRM to align the single-class data set based on total ion chromatograms. The remaining two data sets were analyzed on the basis of 3D data involving RT points, m/z bins, and peak intensities of peptides.

4.1 Single-Class Listgarten et al. LC-MS Data Set

The single-class Listgarten et al. data set was converted into 11 total ion chromatograms by calculating the total ion count at each RT point (i.e., at each RT point the sum of all ions across m/z values was calculated). Fig. 1 depicts TICs of the 11 replicate LC-MS runs. From the figure we observe significant shifts along the experimental RT points as well as distortions in the measurement space (TIC values). The TICs aligned by the PMRM approach are shown in Fig. 2. The mean TICs for the original (before alignment) and those aligned by DTW, COW, CPM, and PMRM are depicted in Fig. 3. From this figure, we see that CPM produces superfluous signal gaps, thus stretching the experimental RT points by almost two folds. Although the stretched RT points can be rescaled to the original RT points, the difficulty arises in sorting out the inserted solid-phase Nglycocapture. The LC-MS runs were obtained using the Fourier transformed-linear trap quadrupole (FT-LTQ) mass spectrometer. Detailed experimental information can be found in [6]. The 18 LC-MS runs were grouped into six classes based on the concentration of the spike-in proteins. Specifically, Latin square dilution with different concentrations of the six standard proteins was used. Each run is represented by a 2,000 × 750 data matrix corresponding to 2,000 RT points (~55 min) and 750 m/z bins between 300 and 1,600 Da.
4.2 Two-Class Listgarten et al. LC-MS Data Set

**Alignment.** Each LC-MS run in the two-class Listgarten et al. data set was reduced from a $500 \times 2,400$ to a $500 \times 8$ data matrix by partitioning the $m/z$ columns into eight equal $m/z$ bins. This reduction was necessary to handle the computational complexity. We applied the PMRM to the reduced matrix and obtained a set of aligned data matrices, i.e., for each LC-MS run ($i = 1, 2, \ldots, 14$), a data matrix $M'$ was obtained, where $M'_{i,q}$ is the ion abundance after alignment at the $r$th aligned RT point ($r = 1, 2, \ldots, 500$) and the $q$th $m/z$ bin ($q = 1, 2, \ldots, 8$). For visualization purpose, we calculated the TICs from the reduced original and aligned matrices. Figs. 4 and 5 depict the TICs of the original and aligned LC-MS runs, respectively. Table 1 presents the CVs for the original and those aligned by DTW, COW, CPM, and PMRM. As illustrated in the table, both CPM and PMRM yield better results than DTW and COW.

Although CV is a good measure for assessing the variability among replicate LC-MS traces, knowledge of such information does not necessarily confirm or directly link with actual interpretation of differences between the LC-MS runs. In the following, we use statistical measures for detected differences between the two classes to assess the performance of various alignment methods.

**Difference detection.** We used the aligned data matrices for difference detection with a $t$-statistic similar to the one in [17]. Specifically, we calculated the $t$-statistic at each pair of RT point and $m/z$ bin among different groups. The group mean $C^k_{r,q}$ and variance $V^k_{r,q}$ of group $k$ at the $r$th aligned RT point and $q$th $m/z$ bin, are calculated as follows:

$$C^k_{r,q} = \frac{1}{N_k} \sum_{i \in \text{Group } k} M'_{i,q},$$

and

$$V^k_{r,q} = \frac{1}{(N_k - 1)} \sum_{i \in \text{Group } k} (C^i_{r,q} - M'_{i,q})^2,$$

where $N_k$ is the number of samples in group $k$. The pooled standard deviation, $S_{r,q}$ (group $k$ versus the other groups) is calculated as:

$$S_{r,q} = \sqrt{\frac{V^k_{r,q}}{N_k} + \frac{V^{/[k]}_{r,q}}{N^{/[k]}_k}}.$$

Based on (18-20), we can calculate the $t$-statistic among the case and control conditions as:

$$t_{r,q} = \frac{(C^\text{Case}_{r,q} - C^\text{Control}_{r,q})}{S_{r,q}}.$$

The $t$-statistic provides quantitative information to detect differences among the LC-MS data. With a list of experimentally extracted ground truth peptide $m/z$ values provided in [17], we used the following steps to compute the precision-recall curve:

1. set a threshold $T_0$ and collect all $m/z$ values with a $t$-statistic larger in magnitude than $T_0$,
2. find all unique $m/z$ values from this collection,
3. obtain the number of true positives by counting how many of these $m/z$ values appear in the ground truth list within the specified tolerance, and
4. calculate the number of false positives $m/z$ values, which did not match the ground truth peaks within the specified tolerance.

By decreasing the threshold $T_0$, we repeated the steps 1-4) to trace the precision-recall curves. In an ideal difference detection, the precision value would keep 1 as the recall value goes upward. Fig. 6 shows the computed precision-recall curves for the two-class Listgarten et al. data set. PMRM presents better performance than CPM.

**Evaluation.** Evaluations including sensitivity, specificity, accuracy, and precision were also compared. For three different significant levels ($p < 0.05$, $p < 0.01$, and $p < 0.001$), we performed a hypothesis test to determine whether the ion abundances differ between the two classes. Table 2 presents the computed sensitivity, specificity, accuracy, and precision in detecting differentially abundant peptides using the LC-MS data aligned by DTW, COW, CPM, and PMRM. The table also provides an F-measure, which is a
weighted harmonic mean measure combining the precision and recall, calculated as follows with $\beta = 1 [18]$

$$F\text{--measure} = \frac{(\beta^2 + 1) \times \text{precision} \times \text{recall}}{\beta^2 \times \text{precision} + \text{recall}}.$$ 

As shown in Table 2, the LC-MS runs aligned by PMRM have yielded overall better performance than those aligned by DTW, COW, and CPM. For $p < 0.001$ significant level, CPM did not yield any differentially abundance ions. Possible reasons for this could be due to over smoothing and attenuation of peaks by CPM.

Moreover, we performed a comparison by controlling a false discovery rate (FDR) at 10 percent for a 95 percent confidence level in detecting differentially abundant peptides from the LC-MS runs aligned by DTW, COW, CPM, and PMRM. Table 3 presents the computed sensitivity, specificity, accuracy, precision, and F-measure in detecting differentially abundant peptides. From this table, we see that both CPM and PMRM provide better sensitivity and F-measure results than DTW and COW.

### 4.3 Mueller et al. LC-MS Data Set

**Alignment.** The Mueller et al. LC-MS data set was reduced from a $2,000 \times 750$ to $2,000 \times 8$ data matrix by partitioning the m/z columns into eight equal m/z bins. After applying PMRM to this reduced matrix, we obtained a set of aligned data matrices, i.e., for each LC-MS run ($i = 1, 2, \ldots, 18$), a data matrix $M_i$ was obtained, where $M_i$ is the ion abundance obtained after alignment at the $\tau$th aligned RT points ($\tau = 1, 2, \ldots, 2,000$) and the $q$th m/z bin

![Fig. 6. Precision-recall curves in detecting differentially abundant peptides in the two-class Listgarten et al. data set by CPM, and PMRM.](image)

![Fig. 7. TICs for the Mueller et al. LC-MS data set before alignment.](image)

![Fig. 8. TICs for the Mueller et al. LC-MS data set after alignment by PMRM.](image)

(Figs. 7 and 8 depict TICs of the original and aligned LC-MS data, respectively, for RT points between 800 and 2,000.)

**Difference detection.** The aligned data matrices were used for difference detection. Since the original LC-MS data set consisted of the diluted series of six proteins with different concentration in each sample, we determined the peptides with statistically significant difference in their expression level based on an F-statistic. To accomplish this, we first generated a list of peptides assuming no miscleavage from trypsin digestion of six nonhuman proteins (myoglobin, carbonic anhydrase, cytochrome c, lysozyme, alcohol dehydrogenase, and aldolase A) using the MS-Digest software from the University of California, San Francisco (http://prospector.ucsf.edu). Then, we used the permutation method to examine each RT point and m/z bin. We compared the statistically significantly different RT-m/z pairs $p < 0.01$ against the list of peptides that represent the six proteins to calculate sensitivity, specificity, accuracy, precision, and F-measure. Table 4 presents the results for the LC-MS runs aligned by DTW, COW, CPM, and PMRM. The table illustrates that PMRM yields overall better

### TABLE 2

<table>
<thead>
<tr>
<th>Method</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
<th>Precision</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTW</td>
<td>68%</td>
<td>55%</td>
<td>58%</td>
<td>60%</td>
<td>60%</td>
</tr>
<tr>
<td>COW</td>
<td>64%</td>
<td>57%</td>
<td>60%</td>
<td>62%</td>
<td>63%</td>
</tr>
<tr>
<td>CPM</td>
<td>59%</td>
<td>83%</td>
<td>70%</td>
<td>73%</td>
<td>64%</td>
</tr>
<tr>
<td>PMRM</td>
<td>65%</td>
<td>79%</td>
<td>73%</td>
<td>73%</td>
<td>69%</td>
</tr>
</tbody>
</table>

### TABLE 3

<table>
<thead>
<tr>
<th>Method</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
<th>Precision</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTW</td>
<td>69%</td>
<td>91%</td>
<td>76%</td>
<td>88%</td>
<td>77%</td>
</tr>
<tr>
<td>COW</td>
<td>75%</td>
<td>87%</td>
<td>80%</td>
<td>89%</td>
<td>81%</td>
</tr>
<tr>
<td>CPM</td>
<td>81%</td>
<td>87%</td>
<td>84%</td>
<td>90%</td>
<td>85%</td>
</tr>
<tr>
<td>PMRM</td>
<td>81%</td>
<td>87%</td>
<td>83%</td>
<td>90%</td>
<td>85%</td>
</tr>
</tbody>
</table>

The result of the method with the best performance in each category is shown in boldface.
TABLE 4

<table>
<thead>
<tr>
<th>F Measure</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
<th>Precision</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTW</td>
<td>76%</td>
<td>70%</td>
<td>72%</td>
<td>70%</td>
<td>73%</td>
</tr>
<tr>
<td>COW</td>
<td>83%</td>
<td>75%</td>
<td>79%</td>
<td>76%</td>
<td>79%</td>
</tr>
<tr>
<td>CPM</td>
<td>90%</td>
<td>75%</td>
<td>83%</td>
<td>84%</td>
<td>89%</td>
</tr>
<tr>
<td>PMRM</td>
<td>91%</td>
<td>78%</td>
<td>85%</td>
<td>83%</td>
<td>87%</td>
</tr>
</tbody>
</table>

The result of the method with the best performance in each category is shown in boldface.

TABLE 5

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
<th>Precision</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTW</td>
<td>80%</td>
<td>85%</td>
<td>83%</td>
<td>90%</td>
<td>85%</td>
</tr>
<tr>
<td>COW</td>
<td>82%</td>
<td>85%</td>
<td>84%</td>
<td>90%</td>
<td>86%</td>
</tr>
<tr>
<td>CPM</td>
<td>90%</td>
<td>87%</td>
<td>87%</td>
<td>90%</td>
<td>90%</td>
</tr>
<tr>
<td>PMRM</td>
<td>90%</td>
<td>84%</td>
<td>86%</td>
<td>90%</td>
<td>90%</td>
</tr>
</tbody>
</table>

The result of the method with the best performance in each category is shown in boldface.

results than DTW, COW, and CPM. Table 5 presents the computed sensitivity, specificity, accuracy, precision, and F-measure by controlling the FDR at 10 percent for a 95 percent confidence level in detecting differentially abundant peptides from the LC-MS runs aligned by DTW, COW, CPM, and PMRM. From the table, we see that both CPM and PMRM provide better sensitivity and F-measure results than DTW and COW.

4.4 Reproducibility Study

We examine the reproducibility behavior of the PMRM in aligning LC-MS data. To accomplish this, it is necessary that the identifiability property holds with respect to the mixture models given by (4) or (5) and the general model definition given by (7). However, the general statement on the identifiability property requires minimizing distributions using Kullback-Leibler divergence from the true mixing distribution [19], [20]. Since the identifiability property of mixing distributions is of interest in its own right, we focus here on examining the consistency of the PMRM parameters by running the algorithm multiple times for the same LC-MS data set. Tables 6 and 7 present the 95 percent, 99 percent, and 99.9 percent confidence intervals for the mean of alignment field (i.e., the expected posteriors for scaling parameters \( \alpha_i \) and translation parameters \( \beta_i \)) obtained in aligning the single-class Listgarten et al. LC-MS data set. The estimated values show fairly narrow intervals, which indicates consistent estimation of the parameters across multiple runs. This analysis also provides similar mean posterior estimates for the other alignment field parameters. The algorithm took approximately nine minutes for the algorithm to complete one run on a PC with an Intel Core 2 Duo 64 bit 2.66 GHz CPU and 8 GB RAM.

5 Conclusion

This paper proposes a PMRM for alignment of multiple LC-MS data. We utilize the well known maximum likelihood-based EM algorithm for estimating the mixture regression models and the prior transformation (scaling and translation parameters) models of the LC-MS data. The latter accounts for the variability in RT points and peak intensities. The proposed framework allows alignment with respect to RT points implicitly performs normalization of peak intensities in multiple LC-MS runs. The performance of the approach is assessed through three data sets: 1) replicate LC-MS runs generated from proteins of lysed E.coli cells, 2) LC-MS runs representing two classes of human serum samples (with and without spike-in peptides), and 3) LC-MS runs representing six classes, where six proteins are spiked at different concentrations into a complex sample background of human peptides. Through these data sets, it is demonstrated that PMRM achieves good coefficient of variation among replicate LC-MS runs. In addition, through spike-in peptides, the paper demonstrates that PMRM leads to more accurate identification of differentially abundant peptides than DTW and COW, and comparable or slightly better performance than CPM. Future work will focus on extending PMRM for alignment and normalization of multiple LC-MS runs, to account for variability among samples from distinct biological groups, and to model the heterogeneity within group.
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